**template<class VectorType = Vector<double>>**

**class Solver< VectorType >**

这是个迭代线性求解器的基类。这个类提供一个接口，一方面连接内存，一方面连接一个判断求解器是否收敛的对象。

**Requirements common to derived solver classed**

一般来说，迭代求解器不依赖于任何特别的矩阵结构或存储格式。相反地，它们往往只要求矩阵和向量定义了某些操作，如矩阵乘以向量，或向量间的内积等。因而，这个类及其派生类的具体实现都采用模板方式，即其实现由矩阵和向量的具体类型决定。而这些矩阵和向量必须满足某些共有的要求才能成为允许的类型。下面我们将列出这些要求。

下面展示的类并非任何具体的类，而是为了展现一种“signature”，所有具体的类都必须遵循这些规则。dealii自带的SparseMatrix和Vector类当然是满足下面的规范的，所以可以被视为下述signature的良好例子。此外，你可以参考step-20和step-22，或命名空间LinearSolvers下的一些类，学习如何自定义像matrix一样的类，用作线性求解器中的线性算子。

具体讲，能被传给一个线性求解器的矩阵类和向量类需要提供如下接口：

|  |
| --- |
| class Matrix |
| { |
| public: |
| // 作用于向量src，结果写入dst. |
| void vmult (VectorType& dst, const VectorType& src) const; |
| // 转置作用于某个向量，结果写入dst。这个函数只在某些迭代方法中会用到 |
| void Tvmult (VectorType& dst, const VectorType& src) const; |
| }; |
| class Vector |
| { |
| public: |
| // 调整当前对象的尺寸，使其与参数model\_vector的尺寸及布局一致，第二个参数指定是否在调整之后清楚当前对象，它必须有默认值为false |
| void reinit (const Vector& model\_vector, |
| const bool leave\_elements\_uninitialized = false); |
| // 当前对象与参数间的内积 |
| double operator \* (const Vector &v) const; |
| // 向量加法 |
| void add (const Vector &x); |
| // Scaled addition of vectors |
| void add (const double a, |
| const Vector &x); |
| // Scaled addition of vectors |
| void sadd (const double a, |
| const double b, |
| const Vector &x); |
| // Scaled assignment of a vector |
| void equ (const double a, |
| const Vector &x); |
| // Combined scaled addition of vector x into the current object and |
| // subsequent inner product of the current object with v. |
| double add\_and\_dot (const double a, |
| const Vector &x, |
| const Vector &v); |
| // 当前对象的元素都乘以一个相同的数 |
| Vector & operator \*= (const double a); |
| // 返回向量的l2范数 |
| double l2\_norm () const; |
| }; |

此外，对于某些求解器，必须有一个全局函数swap(VectorType& a, VectorType& b)用于交换两个向量的值。

最后，求解器还需要一个GrowingVectorMemory<VectorType>的实例，对于内置向量类型，这些实例化可由dealii库提供，但对于用户自定义向量类型，则必须显示地添加。否则，链接器会报错无法找到GrowingVectorMemory的构造和析构函数。

|  |
| --- |
| // 向量类的定义和实现 |
| class UserVector { ... }; |
| // 为向量类创建显示实例化。如果你的工程含有多个文件，包含头文件，这个实例化必须放在一个<code>.cc文件中，使得它只被包含一次。 |
| #include <deal.II/lac/vector\_memory.templates.h> |
|  |
| template class VectorMemory<UserVector>; |
| template class GrowingVectorMemory<UserVector>; |

用到的预处理器也必须有与矩阵相同的接口，即，尤其是他们必须有成员函数vmult用于表示预处理器的作用。

**AdditionalData**

**预处理器**

预处理器是用于加速线性系统的迭代解。典型的预处理器有Jacobi，Gauss-Seidel，或SSOR，但dealii也提供更复杂的，如Vanka或incomplete LU分解(ILU)。此外，稀疏直接求解器在需要的时候也可充当预处理器。

宽泛地讲，预处理器可看做算子，它作用于矩阵上用于改善条件数。其思想就是，经预处理后的系统![](data:image/x-wmf;base64,183GmgAAAAAAAGAHAAIBCQAAAABwWwEACQAAA74BAAACAK4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmAHCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8gBwAAqgEAAAUAAAAJAgAAAAIFAAAAFAIUAUIBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAAy87M5QAB5nQURgqPQFIxAKjYGACAk+J0gAHmdGMtZr8EAAAALQEAAA0AAAAyCgAAAAAEAAAALTEtMW8AwgNvALwBBQAAABQCwAHfAhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAAMvOzOUAAeZ0ykUKx4BSMQCo2BgAgJPidIAB5nRjLWa/BAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAeD3AAAADBQAAABQCwAEuABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAAMvOzOUAAeZ0FEYKkEBSMQCo2BgAgJPidIAB5nRjLWa/BAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAUEFQYvEBQALZAQADrgAAACYGDwBRAUFwcHNNRkNDAQAqAQAAKgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxDb2RlUGFnZXMAEQXLzszlABEDU3ltYm9sABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBkNvdXJpZXIxMCBCVAARBlRpbWVzIE5ldyBSb21hbgARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwAEAAUAAQAKAQACAINQAAMAHAAACwEBAQACAIEtAAIAiDEAAAAKAgCDQQACAIF4AAIAgT0AAgCDUAADABwAAAsBAQEAAgCBLQACAIgxAAAACgIAg2IAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Av2MtZr8AAAoAOACKAQAAAAABAAAA2OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，要比原先的系统![](data:image/x-wmf;base64,183GmgAAAAAAAKADoAEBCQAAAAAQXAEACQAAA2kBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAaADCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///+r///9gAwAAigEAAAUAAAAJAgAAAAIFAAAAFAJgAfQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAAy87M5QAB5nQtRQqHYFIxAKjYGACAk+J0gAHmdOVCZp8EAAAALQEAAAoAAAAyCgAAAAACAAAAeD3AAAADBQAAABQCYAE0ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAAMvOzOUAAeZ0si0KtEBUMQCo2BgAgJPidIAB5nTlQmafBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAQWJAAgADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxDb2RlUGFnZXMAEQXLzszlABEDU3ltYm9sABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBkNvdXJpZXIxMCBCVAARBlRpbWVzIE5ldyBSb21hbgARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwAEAAUAAQAKAQACAINBAAIAgXgAAgCBPQACAINiAAAAiQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJ/lQmafAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)好解得多。其具体含义依赖于矩阵的结构，我们在此无法泛泛而论。对于对称、正定的矩阵A和P，这意味着![](data:image/x-wmf;base64,183GmgAAAAAAAEADAAIBCQAAAABQXwEACQAAA28BAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkADCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8AAwAAqgEAAAUAAAAJAgAAAAIFAAAAFAIUAUIBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAAy87M5QAB5nRSRgrqQFQxANzXGACAk+J0gAHmdD5CZl0EAAAALQEAAAoAAAAyCgAAAAACAAAALTFvALwBBQAAABQCwAEuABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAAMvOzOUAAeZ0+UUKNWBSMQDc1xgAgJPidIAB5nQ+QmZdBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAUEHxAQADmAAAACYGDwAmAUFwcHNNRkNDAQD/AAAA/wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxDb2RlUGFnZXMAEQXLzszlABEDU3ltYm9sABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBkNvdXJpZXIxMCBCVAARBlRpbWVzIE5ldyBSb21hbgARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwAEAAUAAQAKAQACAINQAAMAHAAACwEBAQACAIEtAAIAiDEAAAAKAgCDQQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAF0+QmZdAAAKADgAigEAAAAAAAAAAAziGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的谱条件数（最大特征值和最小特征值的商）要比A的小得多。

至于最简单的例子，Richardson迭代 (在SovlerRichardson中实现)，其预处理后的迭代过程为：

![](data:image/x-wmf;base64,183GmgAAAAAAAIAQQAIACQAAAADRTAEACQAAA38CAAACANEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAQCwAAACYGDwAMAE1hdGhUeXBlAABAABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AEAAA6gEAAAUAAAAJAgAAAAIFAAAAFAIUAUsCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAAy87M5QAB5nSyRApGYFIxAKjYGACAk+J0gAHmdHlGZkUEAAAALQEAAAoAAAAyCgAAAAACAAAAMTEFCLwBBQAAABQCwAGUChwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAAMvOzOUAAeZ0hz4KwEBUMQCo2BgAgJPidIAB5nR5RmZFBAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAAKEF4YikAwADAAOkCwAAAAwUAAAAUAhQBJgEcAAAA+wIi/wAAAAAAAJABAQAAAAACAADLzszlAAHmdLJECkdgUjEAqNgYAICT4nSAAeZ0eUZmRQQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAGtra8D1BLsGvAEFAAAAFALAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAAy87M5QAB5nSHPgrBQFQxAKjYGACAk+J0gAHmdHlGZkUEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAAB4eFBH9QSdAwADBQAAABQCFAHKARwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB0skQKSGBSMQCo2BgAgJPidIAB5nR5RmZFBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAKy0NCLwBBQAAABQCwAGXAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB0hz4KwkBUMQCo2BgAgJPidIAB5nR5RmZFBAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAPS0tSM0DMQYAA9EAAAAmBg8AmAFBcHBzTUZDQwEAcQEAAHEBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQ29kZVBhZ2VzABEFy87M5QARA1N5bWJvbAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQZDb3VyaWVyMTAgQlQAEQZUaW1lcyBOZXcgUm9tYW4AEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMABAAFAAEACgEAAgCDeAADABwAAAsBAQEAAgCDawACBIYrACsCAIgxAAAACgIEhj0APQIAg3gAAwAcAAALAQEBAAIAg2sAAAAKAgSGEiItAgCDUAADABwAAAsBAQEAAgSGEiItAgCIMQAAAAoCAIIoAAIAgkEAAgCCeAADABwAAAsBAQEAAgCDawAAAAoCBIYSIi0CAIJiAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBFeUZmRQAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

相应地，这里的预处理就相当于对残值施加一个线性操作，因而，预处理![](data:image/x-wmf;base64,183GmgAAAAAAAGACAAIBCQAAAABwXgEACQAAA2sBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8gAgAAqgEAAAUAAAAJAgAAAAIFAAAAFAIUAUIBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAAy87M5QAB5nRWQwoV4FMxAKjYGACAk+J0gAHmdDQEZrUEAAAALQEAAAoAAAAyCgAAAAACAAAALTFvALwBBQAAABQCwAEuABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAAMvOzOUAAeZ0V0YKUqBTMQCo2BgAgJPidIAB5nQ0BGa1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAUDEAA5UAAAAmBg8AIAFBcHBzTUZDQwEA+QAAAPkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQ29kZVBhZ2VzABEFy87M5QARA1N5bWJvbAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQZDb3VyaWVyMTAgQlQAEQZUaW1lcyBOZXcgUm9tYW4AEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMABAAFAAEACgEAAgCDUAADABwAAAsBAQEAAgCBLQACAIgxAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC1NARmtQAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)操作的实现就是vmult()。实际上，可以把任何像矩阵的，定义了vmult()和Tvmult()函数的对象都看做预处理器。

注：PreconditionerType含义：类似MatrixType，但vmult()和Tvmult()的含义不同。对于预处理器而言，vmult()的意思是把线性算子的某种近似**逆**施加到向量上去，而非施加线性算子本身。

当使用Krylov空间方法的时候。。。略去一段，没咋看懂。

**Relaxation methods**

许多预处理器需要把A分为两个矩阵，即A=P-N。在这种情况下，上述的Richardson方法可简化为：![](data:image/x-wmf;base64,183GmgAAAAAAAMANQAIACQAAAACRUQEACQAAA2sCAAACAMMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsANCwAAACYGDwAMAE1hdGhUeXBlAABAABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+ADQAA6gEAAAUAAAAJAgAAAAIFAAAAFAIUAUsCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAAy87M5QAB5nQuNQqziOU1AKjYGACAk+J0gAHmdPgnZsUEAAAALQEAAAoAAAAyCgAAAAACAAAAMTFoBLwBBQAAABQCwAH3BhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAAMvOzOUAAeZ0LEcKgGjmNQCo2BgAgJPidIAB5nT4J2bFBAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAKHhiKVIC7wLAAAADBQAAABQCFAEmARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAAMvOzOUAAeZ0LjUKtIjlNQCo2BgAgJPidIAB5nT4J2bFBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAa2vlCLwBBQAAABQCwAEuABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAAMvOzOUAAeZ0LEcKgWjmNQCo2BgAgJPidIAB5nT4J2bFBAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAeFBOtPUElAIAAwUAAAAUAhQBygEcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdC41CrWI5TUAqNgYAICT4nSAAeZ0+CdmxQQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAACstcAS8AQUAAAAUAsABlwMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdCxHCoJo5jUAqNgYAICT4nSAAeZ0+CdmxQQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAD0rMwcAA8MAAAAmBg8AewFBcHBzTUZDQwEAVAEAAFQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQ29kZVBhZ2VzABEFy87M5QARA1N5bWJvbAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQZDb3VyaWVyMTAgQlQAEQZUaW1lcyBOZXcgUm9tYW4AEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMABAAFAAEACgEAAgCDeAADABwAAAsBAQEAAgCDawACBIYrACsCAIgxAAAACgIEhj0APQIAg1AAAwAcAAALAQEBAAIEhhIiLQIAiDEAAAAKAgCCKAACAINOAAIAgngAAwAcAAALAQEBAAIAg2sAAAAKAgSGKwArAgCCYgACAIIpAAAAdQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMX4J2bFAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

从而完全避免了乘以A的操作。我们把这种把上一步的![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+AAQAAqgEAAAUAAAAJAgAAAAIFAAAAFALAATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAAy87M5QAB5nRDRgrnSOY1ANzXGACAk+J0gAHmdC41ZoYEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAAwUAAAAUAhQB9gAcAAAA+wIi/wAAAAAAAJABAQAAAAACAADLzszlAAHmdBQxCnoo6DUA3NcYAICT4nSAAeZ0LjVmhgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGt5vAGTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbENvZGVQYWdlcwARBcvOzOUAEQNTeW1ib2wAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEGQ291cmllcjEwIEJUABEGVGltZXMgTmV3IFJvbWFuABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAQABQABAAoBAAIAgngAAwAcAAALAQEBAAIAg2sAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCGLjVmhgAACgA4AIoBAAAAAAAAAAAM4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)映射到下一步的![](data:image/x-wmf;base64,183GmgAAAAAAAMACAAIBCQAAAADQXgEACQAAA9EBAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+AAgAAqgEAAAUAAAAJAgAAAAIFAAAAFAIUARsCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAAy87M5QAB5nQuNQpoSOY1AKjYGACAk+J0gAHmdIMhZvUEAAAALQEAAAkAAAAyCgAAAAABAAAAMXm8AQUAAAAUAsABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACAADLzszlAAHmdKQ4CixI6DUAqNgYAICT4nSAAeZ0gyFm9QQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHh5AAMFAAAAFAIUAfYAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAAy87M5QAB5nQuNQppSOY1AKjYGACAk+J0gAHmdIMhZvUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABrebwBBQAAABQCFAGaARwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB0pDgKLUjoNQCo2BgAgJPidIAB5nSDIWb1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAK3m8AZgAAAAmBg8AJgFBcHBzTUZDQwEA/wAAAP8AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQ29kZVBhZ2VzABEFy87M5QARA1N5bWJvbAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQZDb3VyaWVyMTAgQlQAEQZUaW1lcyBOZXcgUm9tYW4AEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMABAAFAAEACgEAAgCCeAADABwAAAsBAQEAAgCDawACBIYrACsCAIgxAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQD1gyFm9QAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的操作称为松弛算子。它们一般的接口在the RelaxationType concept中有介绍。